
•  Enables cross-layer traffic visibility and 
application-aware traffic optimization"

•  Example: interaction of multiple small flows 
and intermittent big inter-data center flows"

•  Managing all traffic with the same policies 
impacts performance, making the case for 
multi-layer traffic optimization & offloading!

Motivation 
"

Unified Control Plane for WAN Traffic"
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•  Wide Area Networks (WANs) typically support 
multiple services with varying demands"

•  Networks are organized into various segments 
with equipment from different vendors"

•  Control planes usually have proprietary 
extensions making them non-interoperable"

•  Consequences: increased OPEX, inflexible 
networks, sub-optimal network efficiency"

System Architecture"

Software Defined Networking for WANs  
"•  Unified control plane can solve the problems"
•  Previous work propose distinct management 

interfaces or segregated management using 
SDN (Google B4 and Microsoft SWAN)"
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•  Floodlight (or any traditional SDN controller) used to 
control packet and optical devices using standard OF "

•  Optical Transport Switch (OTS):"
•  Maps physical connections to virtual ports on  

optical transport switches"
•  Multiple virtual ports per physical port"

•  Path Computation Engine (PCE) builds annotated graph 
of physical network and determines best route/circuit 
across packet and optical networks"
•  Traffic grooming and splitting based on required 

bandwidth specifications given to OSCARS"
•  Intermediary packet nodes used to build network wide 

monitoring by packet sampling"
•  Traffic Optimization Engine reorganizes the network 

dynamically to improve application performance"
•  Unified Control Plane for packet/optical data 

planes - optimal cross-layer traffic engineering"
•  Topology Service to minimize manual 

intervention in topology discovery "
•  Multi-layer Flow Visibility for improved TE 
•  Traffic Offloading between layers for mixed 

Design goals"
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Network throughput over time (in seconds) for small flows when 
C=4 (a) and C=8 (b). Throughput in Mbps for (a) and (b). 
Combined throughput of all flows (c)!
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Figure: Elastic bandwidth allocation for large transfers at t=55. 
Large flow starts at t=35. Throughput is limited by contention, 
and extra resources improve network utilization & performance. "

Experiment: multiple flows with different demands compete for a 
single 10G optical circuit. C small flows transfer HTTP data from 
web pages, large flow of several GBs shares same circuit!
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